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Abstract—Autonomous Systems (AS) enable systems to adapt
to drastic and unprecedented environmental changes, a capability
that can be enhanced through the utilization of Digital Twins
(DTs). However, the additional capabilities of AS come at the cost
of explainability, as the expanding adaptation space complicates
the reasoning about the system’s behavior. For certain types
of systems, it is crucial to ensure that specific properties are
upheld despite the system’s autonomous behavior. To facilitate
the monitoring of these properties, we propose the use of Runtime
Verification (RV). This tutorial demonstrates the integration of
RV tools into the Digital Twins as a Service (DTaaS) platform to
monitor and verify the behavior of AS in real-time. By exploring
various methods to incorporate RV tools within a DT context, the
tutorial aims to advance the application of RV technologies in au-
tonomic computing and self-adaptive system design. Specifically,
we demonstrate how the behavior of a self-configuring DT can
be verified utilizing RV. This is accomplished through the DTaaS
platform, which supports seamless deployment of DT-based AS.

Index Terms—Self-adaptivity, runtime verification, digital
twins, monitor, TeSSLa, NuRV

I. INTRODUCTION

The vision of autonomic computing inspired new ap-
proaches to designing flexible Autonomous Systems (AS)
capable of adapting to dynamic environments [14]. Initially,
research on AS primarily focused on reducing the complexity
of large-scale software systems, which often comprise tens of
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millions of lines of code, particularly within purely software-
based environments such as cloud computing. Since then, the
field has advanced significantly, extending its concepts to new
domains including dynamic software architectures [1], robotics
[4], business process management (BPM) [16], and cyber-
security [17]. However, the increasing level of adaptability
makes the verification of such systems significantly more chal-
lenging. For instance, within the domain of robotics, there is a
critical need for flexible self-adaptive robots that can operate
reliably despite dynamic environmental changes. Nevertheless,
the safety of human life must never be compromised, and
ensuring that these robots adhere to safety standards despite
their self-adaptivity remains an ongoing challenge. Research
addressing these challenges, such as [4] and [13], involves
formulating and validating the adherence to requirements at
runtime. Similar requirements for continuous monitoring of
system properties are present in other domains utilizing AS.
Within this context, self-adaptivity can be considered as a
component that increases the possible behaviors of the system,
while Runtime Verification (RV) serves as the component that
excludes unwanted behaviors.

The purpose of the tutorial is to demonstrate how re-
searchers within the AS community can utilize RV tools within
their work to ensure the correctness of their systems. In doing
so, emphasis is placed on the different ways that RV tools
can be integrated within a deployment platform and utilized
by the existing system. Through this process, we aim that
attendees will become familiar with how monitoring services
are deployed, as well as gain practical insight into how to build
them. The tutorial adopts a hands-on approach, utilizing the



Incubator case study [9], [10], which features a Digital Twin
(DT) capable of self-configuring during anomalous situations.
Although the tutorial is presented within the context of a DT,
the majority of the concepts discussed extend beyond this
specific application. Through the Incubator, we explore five
different scenarios for integrating an RV tool within an existing
AS, all of which are deployed on the Digital Twin as a Service
(DTaaS) platform (detailed in Section II).

The tutorial is structured as follows: Section II introduces
the main background concepts for following the tutorial. Then
Section III presents five examples showcasing the implementa-
tion of monitoring using two different RV frameworks. Finally,
Section IV concludes the tutorial.

II. BACKGROUND

A. Runtime Verification

RV is a lightweight method of improving the integrity
of deployed systems by extending a system with additional
monitoring functionality to avoid unintended behavior at run-
time. This is accomplished through a variety of monitoring
techniques, which check whether a system conforms to a
specification based on traces or streams of data from the
running system.

A wide range of RV methods have been developed over the
years, offering a variety of different specification languages
for expressing the desired behavior of the system including
temporal logics such as Linear Temporal Logic (LTL) [18] and
Signal Temporal Logic (STL) [7] as well as domain-specific
languages such as TeSSLa [6].

RV encompasses both passive monitoring techniques which
focus on detecting errors without changing the behavior of
the system, as well as more active techniques (also known as
runtime enforcement [8]) which aim to block or correct bad
behaviors.

B. NuRV

NuRV [5]1 is an extension of the nuXmv model checker
for assumption-based LTL RV with partial observability and
resets. Monitoring formulas are specified in LTL while as-
sumptions are specified in SMV. Thanks to the assumption, the
output of the monitor can be conclusive even in cases where
the formula contains future operators or if not all variables are
observable.

The tool provides commands for online/offline monitoring
and code generation into standalone monitor code. Using
the online/offline monitor, LTL properties can be verified
incrementally on finite traces from the system under scrutiny.
The code generation currently supports C, C++, Common
Lisp, and Java, and is extensible. Furthermore, from the same
internal monitor automaton, the monitor can be generated into
SMV modules, whose characteristics can be verified by Model
Checking using nuXmv.

1https://nurv.fbk.eu

C. TeSSLa

The Temporal Stream-based Specification Language
(TeSSLa) [6] framework2 combines a language and a suite of
tools designed for real-time verification of systems through
data stream analysis. TeSSLa allows the declaration of input
data types and the transformation of this data into new,
derived streams by applying a series of defined operations.
This approach enables effective monitoring of complex
systems, ensuring accurate tracking and analysis without
overly complex processes.

TeSSLa provides extensive libraries and supports the cre-
ation of macros. These macros allow users to define custom
operations, simplifying the specification of complex behaviors
and increasing the accessibility of the language. TeSSLa also
supports the generation of detailed output streams, including
statistical data with precise event timestamps, and allows
integration with monitoring tools developed in modern pro-
gramming languages such as Rust and Scala. Its integration
with the metrics collection agent Telegraf [21] contributes
to its effectiveness in real-world applications. At its core,
TeSSLa’s strength lies in its ability to map input data to
meaningful outputs, which is essential for real-time system
monitoring and informed decision-making in areas such as
DT technologies.

D. Digital Twins as a Service

The DTaaS3 platform is a collaborative platform to build,
use, and share DTs. It is based-off a microservices architec-
ture with dedicated software containers4 for DT assets, user
workspaces, platform services, a front-end website, and service
router.

One of the architectural principles used in the development
of DTaaS is to conceive DTs as composed of reusable assets,
which separate the functionality into their constituent parts.
Within DTaaS, data, models [23], tools [19], services [20] and
ready to use DTs [2] have been identified as reusable assets.
The DT Assets software container provides an interface to
perform create, reuse, update, and delete operations on the
reusable stored within the DTaaS.

Users utilizing DTaaS have private workspaces in which
they can build and use systems, from where they can access
assets as a regular part of the filesystem. All workspaces have
internet access thereby enabling the integration of DTs running
inside workspaces with external software systems.

Out-of-the-box, DTaaS supports multiple commonly used
services across DTs and users. The most commonly used
are RabbitMQ and MQTT (communication), InfluxDB and
MongoDB (data storage), and Grafana (data visualization).
Additionally, it is possible to host private services accessible
to a selected number of users. These services include the run-
time services provided by TeSSLa and NuRV.

2https://tessla.io
3https://github.com/INTO-CPS-Association/DTaaS
4Container is a software component at level-2 of the C4 model.
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E. FMI-based Co-simulation

Integrating verification methods early in development en-
sures system correctness from the start [22]. One approach is
co-simulation, which combines multiple simulation tools into a
single simulation [12], [15]. Co-simulation is crucial for mod-
eling complex systems co-developed by multiple organizations
and systems whose complexity transcends the capabilities of
any single simulation tool.

Interoperability between heterogeneous simulation tools is
achieved using Functional Mock-up Units (FMUs) defined
by the Functional Mock-up Interface (FMI) standard [3]. An
FMU encapsulates the behavior of a dynamic system, whose
state evolves according to evolution rules and external stimuli,
into a discrete trajectory. This allows complex behaviors to be
represented modularly while protecting intellectual property.

Multiple FMUs are composed into a scenario by coupling
their input and output ports to represent the behavior of a
complex system. A coupling signifies that the state of one
FMU (the output) directly influences the state of another
(the input). A scenario is simulated using a co-simulation
framework that interacts with the FMUs through their interface
to advance them in lockstep and exchange values between the
coupled ports.

III. EXAMPLE INTEGRATIONS

Five examples showcasing the RV integration into the AS
are presented below: three utilizing NuRV and two utilizing
TeSSLa. For NuRV, the first example demonstrates a scenario
where the components of a self-adaptive DT are validated
before the system is deployed. This involves exporting the
NuRV specification as an FMU and conducting co-simulations
with the other components of the system. In the second
example, the reusability of the FMU within a service-oriented
architecture is demonstrated, enabling RV on the deployed
system. It listens to real-time sensing data sent by the Physical
Twin (PT), i.e., the physical counterpart of the system, through
RabbitMQ to the DT, evaluating the truth value of LTL
formulas. In the third example, the NuRV specification is
deployed on a standalone server, with its services exposed
to the DT. As a result, it is uncoupled from the DT instance.
For TeSSLa, the two examples demonstrate passive and active
monitoring. In passive monitoring, an alarm is raised in the
event of a violation of the monitored conditions. In contrast,
active monitoring entails altering the system’s behavior if a
monitored condition is falsified.

A. The Incubator

The different ways of integrating RV monitors are show-
cased using the Incubator system described in [11]. The
objective of the Incubator is to keep the temperature inside
a box close to a target temperature, a task that can be difficult
to achieve when more sophisticated scenarios, such as the
possibility of someone opening the lid or the object inside
the box releasing heat, are considered. These considerations
have led to the development of a DT [9], which consists of
a dynamical model of the physical components of the PT

and software components capturing its controller behavior.
Additionally, the DT contains a self-adaptation service that
reacts to possible changes in the environment and adjusts
the Incubator’s objective as necessary. In order to do this, a
Kalman filter estimates the state of the system and compares it
to the empirical data from the sensors. As soon as a deviation
is detected, the DT looks at historical data to identify the
anomaly and plan accordingly.

The self-adaptation service is divided into two different
services: anomaly detection, which handles detecting the dif-
ference between the expected temperatures and the sensed
temperatures, and energy saving, which changes the target
temperature to a lower one in case the anomaly detection
service has detected an opening of the lid. An overview of the
interaction of these services and the PT can be seen in Fig. 1.
The runtime monitoring property that is used throughout
the examples, ensures the correct combined behavior of the
anomaly detection and energy saver blocks. The STL property
can be seen below:

□(A =⇒ ♢[0,3]S) (1)

where A stands for the anomaly detection service detecting the
opening of the lid and S stands for the energy saver service
changing the target temperature. It can roughly be translated
into: “It must always hold that if an anomaly is detected then
energy saver is started within 3 seconds”.

Kalman Filter

 PT state 

Anomaly Detection

Energy Saver Runtime Verification

 Predicted state 

Anomaly detected Anomaly detected 

 Configuration 

 Configuration 

 PT state Digital Twin

Physical Twin

Fig. 1: High-level overview of the DT components relevant to
the examples below. Arrows indicate RabbitMQ messages and
associated data.

B. NuRV FMU monitor

NuRV provides the capability to export runtime monitors
as standalone FMU components. This feature enables users to
easily interface monitors within custom applications using a
variety of libraries that support the FMU standard. This section
outlines how to utilize these FMU monitors to perform an
early validation of the internal components of the Incubator
before its deployment. Specifically, it is shown how to validate
the energy saver and anomaly detection components using an
FMU monitor.



1) Monitor definition and integration: The monitor is de-
fined by the SMV model seen in Fig. 2. This model specifies a
safety LTL property: Whenever an anomaly occurs, the system
should reconfigure itself and enter energy-saving mode within
a maximum of 3 time steps. The output of this monitor can
be a final verdict of either true or false, or unknown if there
is insufficient information to reach a definitive conclusion.

MODULE main
VAR

anomaly : boolean;
energy_saving : boolean;

LTLSPEC -- Safety
G (anomaly -> F [ 0, 3 ] energy_saving)

Fig. 2: NuRV monitor model

2) Simulation environment: For the validation process, a
simulation environment was established comprising several
components (depicted in Fig. 3): the energy saver and
anomaly detection components, each encapsulated within dis-
tinct FMUs, along with the NuRV monitor, exported by NuRV
using the specification in Fig. 2. The input data for the simu-
lation is generated by a purpose-built FMU component named
source, which supplies testing data, simulating an anomaly
occurring at time t=60s. A final component, watcher, is
employed to verify whether the energy saver activates in
response to an anomaly reported by the anomaly detector. The
FMUs for the energy saver and anomaly detector were con-
structed packaging their Python code using unifmu5, while
the source and watcher components were generated using
OpenModelica6. maestro7 served as the co-simulation
engine.

Source Anomaly
Detector

kalman_input

sensor

Energy
Saver Watcher NuRV FMU

Monitor
desired_temp

lid_open

enabled

energy_saving

Fig. 3: Simulation architecture of components and their ex-
changed signals

3) Simulation creation and execution: The setup of the
simulation is automatically performed through the create
script, which installs the required dependencies and compiles
the monitor from its specification model. The simulation is

5https://github.com/INTO-CPS-Association/unifmu
6https://openmodelica.org/
7https://github.com/INTO-CPS-Association/maestro

initiated using the DTaaS execute script, which also starts
the maestro co-simulation engine to simulate the system.
Given the characteristics of the FMU monitor exported by
NuRV, each invocation of the doStep function corresponds to
a logical heartbeat of the monitor. Consequently, this allows
the monitor to assess the current values of its inputs and
determine the appropriate outcome, thus providing validation
of the system.

C. NuRV FMU service monitor

It is not possible to directly integrate the NuRV FMU
monitor with the deployed Incubator. However, by imple-
menting straightforward wrapper logic, it becomes viable to
expose the FMU as an internal service, thereby enabling
its utilization within the system. Theoretically, automating
this process could be achieved through the development of
a dedicated tool; however, no such tool currently exists to
the authors’ knowledge. For the purposes of this tutorial, a
Python-based prototype has been developed to demonstrate
the potential functionality of such a tool. It is important to
underscore that this solution serves as a prototype only, and
certain challenges, such as fault tolerance, remain unaddressed.

DTaaS Platform
Physical Twin

Digital Twin            

RabbitMQ Server
(platform service)

Internal Service

Python 
rabbitmq-fmpy NuRV FMU

User Workspace

Other DT
Assets

Fig. 4: Overview of components involved with the NuRV
FMU service monitor. Notice that rabbitmq and fmpy are
libraries.

1) Overview: As depicted in Fig. 4, the tool leverages
the Python libraries rabbitmq8 and fmpy9, to realize its
functionality. rabbitmq facilitates subscription to the Rab-
bitMQ topics that are relevant for the monitor. fmpy enables
the simulation of an FMU within Python, allowing the in-
troduction of custom logic between each simulation step. In
conjunction, this tool orchestrates its operations such that upon
the occurrence of a new message on a RabbitMQ topic, the
internal state of the Python program is updated, and the signals
are subsequently forwarded to the FMU monitor, resulting in
the generation of a new verdict.
Given the reuse of the FMU, the NuRV specification remains
identical to the one outlined previously.

2) Creation, execution, and termination: As an extension
of the configuration provided in Section III-B, the prerequisites
are a superset of those previously outlined. Additionally, the
Python libraries fmpy and rabbitmq must be installed. As a
consequence, the create script fulfills the same function as

8https://pypi.org/project/rabbitmq/
9https://pypi.org/project/FMPy/
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described above, while also installing the requisite additional
Python libraries.
In this configuration of the Incubator, an additional service
in the form of the RV monitor is initiated concurrently with
the DT. Given that the monitor is deployed as an internal
service, it becomes the responsibility of the DT to manage the
monitor, thereby intertwining their lifecycles. Consequently,
the execute script commences the DT as usual but with the
inclusion of starting the monitor. This enables the continuous
monitoring of the anomaly detection and energy saving blocks,
facilitating their verification at runtime.

D. NuRV ORBit2 monitor

Alternatively, NuRV can also be deployed as a standalone
monitoring server service accessible to the DT. Consequently,
the NuRV monitor and DT operate independently with their
lifecycles entirely decoupled. This section delineates the steps
to achieve this with the incubator.

1) NuRV monitor server: NuRV supports a network-based
monitoring server mode: from the interactive shell mode,
NuRV can enter with a command into a network listening
state. This enables user code to remotely execute the heartbeat
command for online monitoring. In server mode, NuRV can
accommodate multiple clients connecting to multiple servers.
In this context, each monitor server refers to a running
NuRV process where numerous LTL properties are incorpo-
rated alongside their respective runtime monitors, established
through the build_monitor command. It should be empha-
sized that a single NuRV process has the capacity to administer
multiple monitors, each tailored to different LTL properties.

2) Monitor integration: The process of connecting the
monitor server to the DT of the incubator is automated by
the execute script. This script, in turn, employs a Python
script file, that initially launches the omniNames CORBA
Name Service utility from the omniORB toolset, followed by
starting the NuRV_orbit version of NuRV. Subsequently, a
connection is established with the monitor server using the
omniORB Python library. Once this connection is established,
the Python script starts the incubator DT and subscribes to
relevant RabbitMQ topics such as energy saver status and lid
open status. The lid open status is mapped to the anomaly for
the NuRV monitor.
Figure 5 shows the architecture of the system comprising the
incubator DT and the NuRV monitoring server. Upon receiving

DTaaS Platform
Physical Twin

Digital Twin            

RabbitMQ Server
(platform service)

External Service

NuRV-Client
RabbitMQ-Client NuRV

User Workspace

Other DT
Assets

CORBA

Fig. 5: Overview of components involved with the NuRV
ORBit2 monitor.

DTaaS Platform
Physical Twin

Digital Twin

RabbitMQ Server
(platform service)

External Service

Telegraf TeSSLa

User Workspace

Connector

Fig. 6: Overview of components involved with the TeSSLA
passive and active monitors.

a message, the DT’s status is relayed to NuRV via a heartbeat
operation call through the CORBA interface. NuRV responds
to this heartbeat by providing the monitor’s output. If the
monitor’s output represents a final verdict, the monitor is reset
to prepare for its utilisation for the subsequent execution of
the DT.

E. TeSSLa passive monitor

As an alternative to NuRV, the RV tool TeSSLa can be
utilized for monitoring the AS properties. Similar to the
example presented in [21], the monitor consists of three parts
(see Fig. 6). At its core, the TeSSLa monitor processes input
streams and produces output streams, but is not itself capable
of integrating them into a larger system context. A helper
function (Connector) is compiled to handle the streams by
connecting TeSSLa streams to sockets with which external
tools can interact. Telegraf provides an additional layer of
flexibility by adding:

• reconfigurability at runtime – the service can be con-
figured to automatically adapt to a changing configura-
tion file using the --watch-config flag, or simply
restarted without losing the internal state of the monitor,

• data aggregation with basic statistical operations (such as
count, mean, min or histograms),

• stream processing for filtering or transforming data
streams, and

• by providing more than 200 integrations with different
services and protocols to send or receive streams10.

The create script prepares the system by ensuring that the
necessary tools and software are installed and configured. It
installs Java, Rust and Telegraf on the system and downloads
the necessary files for the TeSSLa-Telegraf Connector11. Two
files, a TeSSLa specification and a Telegraf configuration, must
be provided by the user.

A TeSSLa specification suitable for this scenario (shown
in Fig. 7) monitors two key states of the Incubator: whether
the lid is open and whether the energy saving mode is used,
which are passed to the TeSSLa monitor via different event
streams. The helper function raisingDelay delays any
change from false to true by three time steps without
affecting changes from true to false. This function

10https://docs.influxdata.com/telegraf/v1/plugins/
11https://git.tessla.io/telegraf/tessla-telegraf-connector/-/blob/master/

Release/tessla-telegraf-connector.zip

https://docs.influxdata.com/telegraf/v1/plugins/
https://git.tessla.io/telegraf/tessla-telegraf-connector/-/blob/master/Release/tessla-telegraf-connector.zip
https://git.tessla.io/telegraf/tessla-telegraf-connector/-/blob/master/Release/tessla-telegraf-connector.zip


is used to define an internal data stream critical that
represents when the energy saving mode is expected to be
active. If it is not, an alert stream is set to true. This
stream is sent back to the system. The @TelegrafIn
and @TelegrafOut annotations allow the compiler to
automatically create the Connector function and add to the
Telegraf configuration. The Telegraf configuration consists of

include "./Telegraf.tessla"

@TelegrafIn("amqp_consumer","host=<hostname>",
"lid_open")↪→

in lid_open: Events[Bool]

@TelegrafIn("amqp_consumer","host=<hostname>",
"energy_saver_on")↪→

in energy_saver: Events[Bool]

def delayedOpen = raisingDelay(lid_open, 3)
def critical = lid_open && delayedOpen
def alert = critical && !energy_saver

@TelegrafOut("alert")
out alert

def raisingDelay(e: Events[Bool], d: Int):
Events[Bool] = merge3(false, const(true,

delay(const(d, boolFilter(e)), e)),
const(false, falling(e)))

↪→

↪→

Fig. 7: a TeSSLa specification for the passive monitor

two parts – where to connect to external data sources and
sinks (RabbitMQ in this case), and how to connect to the
TeSSLa monitor. The first has to be specified manually, as it
depends on the specific case. Here it configures the AMQP
plugin to connect to the RabbitMQ server, subscribe to the
topics incubator.diagnosis.plant.lidopen
as well as incubator.energysaver.status
and publish the monitor verdict to the topic
incubator.energysaver.alert.

The execute script uses the following command to add
the configuration of how to communicate with the TeSSLa
monitor to the supplied Telegraf configuration, create and run
the Connector helper function, and compile as well as run the
monitor.

./TesslaTelegrafConnector -i
./incubator.tessla -c ./telegraf.conf -r↪→

Fig. 8: Command used within execute lifecycle script.

The script then starts the Telegraf service with systemctl
start telegraf. This procedure allows data flow to and
from the RabbitMQ broker, facilitating the collection, process-
ing and monitoring of sensor data.

The terminate script stops the Telegraf service as well
as the TeSSLa monitor and removes all temporary files.

F. TeSSLa active monitor

To use TeSSLa as a monitor for runtime enforcement, the
TeSSLa specification (Fig. 7) and the Telegraf configuration
must be changed.

To adapt the TeSSLa specification to control the energy
saver mode instead of monitoring, the energy saver status is
no longer needed as an input and the delayed signal can be
provided as an output stream to switch on the energy saver if
the lid is still open. Because only the rising edge is delayed,
energy saving mode is switched off as soon as the lid closes.

The notable change in the Telegraf configuration is the line
shown in Fig. 9 in the AMQP output plugin, which translates
the boolean value for controlling the energy saving mode into
the JSON format required by the Incubator. By adding this
post-processing step to Telegraf12, the user is able to change
the formatting or desired temperature setting in the running
system by changing the configuration without recompiling the
monitor or losing its internal state.

transform = '{"temperature_desired":
fields.value ? 21 : 35}'↪→

Fig. 9: Telegraf JSON transformation

IV. CONCLUDING REMARKS

This tutorial paper delineates the process of integrating
RV within existing AS, by demonstrating different integration
patterns through five use cases. Although the tool integrations
has been demonstrated using NuRV and TeSSLa within a DT
context utilizing DTaaS, the underlying concepts extend be-
yond these implementation details. Consequently, the learning
outcomes can be generalized, enabling tutorial participants to
apply RV tools in their research to provide stronger guarantees
of the correctness of their AS. In the physical tutorial con-
ducted at ACSOS 2024, the examples will be demonstrated
sequentially, with a discussion of the deployment advantages
and disadvantages of each approach. Participants will also have
the opportunity to run the examples directly in the DTaaS
platform.
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