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ABSTRACT

In recent years the concept of Digital Twins (DTs) has gained significant attention, in particular in the
manufacturing industry. In proper DTs there is a bidirectional connection to/from their Physical Twins
such that it is possible to leave humans out of the loop. However, the underlying ideas of DTs have been
inspired from a number of different scientific communities, in particular in relation to autonomy including
the “Monitor-Analyze-Plan-Execute over a shared Knowledge” (MAPE-K). In this paper, we bridge the
two concepts by demonstrating an implementation of a MAPE-K loop for an incubator case study within
the context of its DT. We also discuss some of the limitations of the MAPE-K concept when applied to
Cyber-Physical Systems (CPS).

Keywords: Digital twins, self-adaptation, MAPE-K loop, automation.

1 INTRODUCTION

A DT is a virtual representation of a physical counterpart (the Physical Twin (PT)), where bi-directional
communication endows a DT with the power to act on the physical system without human intervention.
Digital representations with unidirectional communication only are called Digital Shadows (DSs) (Schuh
et al. 2020). In practice, a DS needs a human to implement or intervene in control or other decisive actions,
while a true DT does not necessarily. Based on this ability, a DT has the potential to develop a self-adaptation
feature that allows an evolutionary strategy to adapt itself to a general class of problems, by reconfiguring
itself accordingly, and to do this without any user interaction (Back 1996). As such, the concept of DT and
the concept of self-adaptive systems (Weyns 2019, Chen et al. 2018) share the same goals.

This paper is motivated by our previous work, (Feng et al. 2021), in which we constructed a DT of an
incubator system and proposed a self-adaptation loop as future work. In this paper, we report on the imple-
mentation of a self-adaptation loop using a MAPE-K feedback loop, which is the most influential reference
model for self-adaptive systems (Arcaini et al. 2015). We also use UML diagrams to showcase the detailed
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architecture of the self-adaptation loop within the DT. Our vision is that this architecture can be integrated
into other DT frameworks and become more versatile. Finally, we discuss, with concrete examples, the
limitations of the MAPE-K loop with respect to system safety.

The rest of the paper is organized as follows: Section 2 briefly introduces the concepts of DTs together
with selected DT frameworks, followed by a short description of the incubator DT. Section 3 gives the
details of achieving the self-adaptation loop through the MAPE-K feedback loop and uses UML diagrams
to show how the self-adaptation loop is integrated into the incubator DT. Finally, section 4 concludes with
discussions and proposals for future work.

2 BACKGROUND

2.1 Introduction to Digital Twins

Various definitions of DTs have been proposed (Liu et al. 2021, Rasheed et al. 2020), however, since it was
first presented by Michael Grieves in 2003 (Tao et al. 2019), none of them have rigorously defined a DT.
We view a DT as a system that integrates bidirectional communication of models and services to increase
the value of the physical system. Notice that a DT is not equivalent to a model, nor to a simulation; models
and simulations play an important role in a DT.

The concept of DTs is mainly attributed to manufacturing, but it has also been explored in other industries,
such as agriculture, energy, healthcare, and smart cities (Fuller et al. 2020). Among the benefits and oppor-
tunities of using DT technology, modeling, and systems design are approaches that have been widely used
(Leng et al. 2021), as it is intended for a DT to be a composition of several features of its physical counter-
part. However, the setup of a DT can be a complex task, since it requires the integration of several methods
and technologies, that can be complex. As a consequence, several DT contributions and frameworks are
proposed in the literature, which alleviates some of the configuration work (Leng et al. 2021).

In the case of conceptual frameworks, some authors have analyzed and categorized different components
that a DT-driven system should include. For example, He and Bai (2021) discuss and analyze some relevant
aspects to be considered in DT-driven manufacturing, including product design, manufacturing, and oper-
ation. They also propose a framework for DT-driven sustainable intelligent manufacturing that includes:
business architectural layers for intelligent manufacturing units and production lines; integration with man-
ufacturing services; and the integration with the production automation system, manufacturing execution
system, and enterprise resource planning. Moyne et al. (2020) also propose a conceptual object-oriented
DT framework for DT applications considering a structured set of requirements derived from a general
DT definition. Cheng et al. (2020) propose DT-II, a conceptual framework for smart manufacturing that
comprises integration at the product lifecycle level, at an intra-enterprise level, and at inter-enterprise level
considering a number of supporting technologies, including advanced sensing and communication tech-
nologies, ultra-high fidelity modeling, simulation, and verification, DT data construction and management,
intelligent production, computing and analysis, and interoperability.

In the case of practical and deployable frameworks, similar conceptual designs exist, but additionally, they
offer a set of tools to deploy the DT applications within certain scopes and domains. The Asset Adminis-
tration Shell (AAS) (Bader et al. 2020, Ye and Hong 2019) is a good example of a DT framework which is
based on the details of the AAS specification proposed by Platform Industrie 4.0. This framework provides
common semantics to models and deploys DTs in computer networks within an industrial context. AAS
has several implementations such as Eclipse BaSyx or AASX Package Explorer. The DT framework CPS-
Twinning proposed in (Eckhart and Ekelhart 2018) is another available approach that uses AutomationML
documents as inputs. On the other hand, Eclipse Ditto provides another alternative in the domain of Internet
of Things.
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There are also existing approaches with regards to DT-based state estimation of dynamic systems. Darbali-
Zamora et al. (2021) propose a DT for state estimation and optimization of distributed energy resources
for voltage regulation in electric grids composed of solar energy generators. Their approach implements a
commercial state estimator tool called WinlIGS that requires power system topology, locations, and distri-
bution circuits. Then, it is combined with a particle swarm optimization method and integrated with co-
simulation (Gomes et al. 2018) components to exchange data bidirectionally. Toothman et al. (2021) and
He et al. (2021) propose a DT-based method for state estimation of pumping systems. The former approach
proposes a DT framework for mechanical system health state estimation and modeling. The framework uses
a hierarchical structure to provide aggregation of the system components and a binary qualitative healthy or
faulty classification. The latter proposes a DT framework on state estimation for unsteady flow in a pump-
ing station through frequency domain analysis and generalized predictive control theory. It also includes an
adaptive model parameter calibration that uses a model-free adaptive control algorithm and a particle swarm
optimization algorithm.

2.2 The Incubator Example Digital Twin

The system used in this work is the thermal incubator system that was originally proposed in Feng et al.
(2021) as a case study for DT engineering. An overview of the incubator and its control logic is shown in
fig. 1.
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(a) Schematic overview of the incubator. (b) Statechart of the open-loop controller.

Figure 1: Incubator overview.

The incubator system is composed of a styrofoam box, a fan, three temperature sensors, a heating device
called a heatbed, and a controller. The controller can set the fan and the heatbed to be turned on or off.
The fan is always on when the incubator is turned on, while the heatbed can be switched on or off by the
controller.

Control Policy The controller is an open-loop controller and is deployed to control the heatbed through
two parameters: the heating period (short for &) and the total period. The total period is a fixed amount of
time proportional to the sampling time of the incubator (around 3s) and the heating period is the amount
of time out of the total period where the heatbed is turned on. In previous work, we used a closed-loop
controller. However, in order to decouple the controller from a system and make the self-adaptation more
evident, in this work, we chose to use a simple open-loop controller whose parameters are set by the DT.
The sampling time in the incubator is fixed, the total period is described using the number of samples. For
example, we chose the total period to be 40 samples, which means the total period is around 120s. The
heating period is the number of samples where the heatbed is turned on. By changing the heating period, we
have different control policies. The control logic of the controller (see fig. 1b) is as follows. The controller
turns the heatbed on first for the heating period, then turns it off during the rest of the time in the total period,
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and then repeats during the next period. Changing the heating period also changes the heating rate, which is
the energy pumped into the system during a period, to control the temperature.

Based on the incubator PT, we built a digital representation of the incubator and integrated it into our DT
framework. We used a RabbitMQ server as a broker for communication between different services and
InfluxDB as a database to store, access, and retrieve data, as shown in fig. 2, where the middle three blocks
in the DT represent services in relation to a self-adaptation service. Relying on such a framework, we
developed services such as monitoring, state estimation, and what-if simulations.
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Figure 2: Exemplary communication of incubator DT in relation to a self-adaptation service. All compo-
nents communicate via the RabbitMQ message exchange, and the data is stored in a time series database.

3 SELF-ADAPTATION LOOP IN THE INCUBATOR DIGITAL TWIN

Integrating a self-adaptation loop into a DT enables adaptation to
new environments and thus relieves humans of the responsibility
of directly managing the corresponding PT, thereby increasing the
system autonomy. In our work, this has been realized through a
MAPE-K loop, with the incubator DT used as a case study, and
here we present the simulation and experimental results.

3.1 MAPE-K Loop

The MAPE-K loop, proposed in Kephart and Chess (2003) and
shown in fig. 3, is a promising framework and well-recognized en-
gineering approach (Arcaini et al. 2015) for self-adaptive systems.

An autonomic system consists of autonomic elements, each of
which is an individual system containing resources and deliver-
ing services to humans and other autonomic elements, as shown in
fig. 3. Every autonomic element includes a managed element that
is equivalent to an ordinary nonautomatic system, such as a printer
or a database, together with an autonomic manager that controls
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/

Figure 3: MAPE-K loop in an au-
tonomic element (modified from
Kephart and Chess (2003)). Dif-
ferent colors correspond to differ-
ent stages.

and represents them. Note that every autonomic element may have multiple managed elements since one
autonomic manager can manage multiple elements, for example, multiple printers or multiple databases.

A key aspect in an autonomic manager is the knowledge about the managed element and/or other necessary
information. For example, it may refer to the system configuration or mathematical models of the system.
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Based on this knowledge, the MAPE-K loop does the following: by monitoring the managed element and
its external environments, and constructing and executing plans based on an analysis of this information, the
autonomic manager will relieve humans of the responsibility of directly administering the managed element.

There are similarities between an autonomic element and DTs. The managed element is analog to the PT of
DTs and the autonomic manager to one of the services of the corresponding DT. Furthermore, the autonomic
manager and the managed element have bi-directional communication, as a PT and its DT. Such similarities
enable us to realize and deploy the MAPE-K loop into our DTs framework.

3.2 Self-adaptation Loop of the Incubator DT

The overview of dependencies of services in our DT for the self-adaptation loop is summarized in fig. 4.

PhysicalTwin Digital Twin sets new parameters [MQ]
<<Opti o run simdulalion w:m PhysicalTwinSimulator
InfluxDataRecorder E (il il guessed parameters.| Runs whatf simulations of physical
twin, gi I
> Convenience service to record and future environment signals.
‘ ' all state messages into DB N T
Plant instantiates and runs
OpenLoopController y ) i i
|«heater_on—| time, T} [MQ] and run.
3 i {time, T, T_heater} [MQ] f
: :é:'ef 2:-‘3’:;”5‘”& n_samples_period: Int {t T‘) L] KalmanfFilte: «TimeSeriesDB» %
- n_samples_heating: Int ime, -almanfilter $:] PlantModel OpenLoopControllerModel
# Status of heater _samples_heating , InfluxDB anthiodel
Estimates full Plant state C_air: Real n_samples._period: Int
(T and T_heater) G_box: Real n_samples_heating: Int
‘ get plant [API] =
. triggers after new parameters
Legend: {time, T, T_heater} [MQ] 99 P ‘ . i
 _update plant parameters [MQ] get plant signals between dates [4PI] instantiates and runs
Component Asends data to B, or A : store new plant parameters [API]
22 ltime, Ty (MQ]
| requests something from B
‘ Main variables, or icati [ <<OptimizationLoop>> PlantSimulator
Coordinates the self adaptation loop Calibrator
trigger when run simulation with _ | Runs what-if simulations of plant,
anomaly detected Estimates parameters of plant model [N gi | and environment signals

Figure 4: This diagram shows the dependencies of services that help achieve the self-adaptation loop.

The goal of the incubator is to regulate the temperature inside an insulated box. In order to showcase the
ability of self-adaptation, we need a situation where potential human intervention would be needed, and
therefore we changed the working conditions of the system by opening the lid of the styrofoam box. As the
model (plant in fig. 4) and the controller (open-loop controller in fig. 4) of the incubator are designed to work
with the lid closed, opening the lid during operation invalidates the model and the controller, and human
input would normally be needed to recalibrate the model and re-optimize the controller, the process of which
are colored in yellow in fig. 4. Since we only have this anomaly, it is not necessary for the system to analyze
the type of the anomaly, it only requires the system to gather data for re-calibration and re-optimization. In
this work, we deploy a Kalman filter (see Kalman Filter in fig. 4) to monitor and detect anomalies (Feng
et al. 2021). When data is retrieved from the database (InfluxDB in fig. 4) in the DT, it is necessary to re-
calibrate and optimize the model and the controller respectively. After obtaining the necessary parameters,
the DT re-configures the model and controller with such parameters and delivers the controller parameters
to the PT to be configured.

Knowledge Knowledge plays an important role in the MAPE-K loop in all its four stages. In the incubator
DT, the knowledge mainly refers to the model of the incubator system as it contains the target information
that is the temperature. The incubator is a thermal system, and its physical behavior is governed by the con-
servation of energy. Due to the nature of convective and conductive heat transfer through the internal airflow
and the loss of energy to the ambient surroundings, the temperature of the incubator varies significantly in
both time and space. However, as our studies in Feng et al. (2021) showed, the transient temperature re-
sponse is well represented by a reduced-order model, in which the spatial temperature distribution is lumped
into a two degrees-of-freedom model with four free parameters. This was confirmed using both experimen-
tal analysis and Computational Fluid Dynamics (CFD) simulations, in which the latter the governing partial
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differential equations are discretized and solved in time and space (Feng et al. 2021). The four-parameter
model reads as follows:

dT, !
L heater (VI - Gheater(Theater - Tblli")) (o
dt Cheater
ATy, 1
L= [Gheater(Theater - Tbair) - Gbox(Tbair - TrOOm)]’ (1b)
dt Cair

where Tjeqer 18 the lumped temperature of the heatbed and 7, is the lumped temperature of the internal
air, the fan, and the insulating container. In eq. (1), C and G hold the four free parameters that represent the
lumped thermal capacitances and the effective heat transfer coefficients, respectively. 7,0 is the ambient
room temperature, and the product of VI (voltage and current) is the power added to the heatbed. Finally,
we note that the reduced-order approach which the four-parameter model represents is very suitable for use
in a DT environment, because the computation time needed to advance the model in time is almost 100 000
times faster than a full-scale CFD model (Feng et al. 2021). This model is implemented in the PlantModel
in fig. 4.

Monitoring Monitoring usually is the first stage for a self-adaptation loop because it provides the ability
to distinguish whether the system works as intended or not. If the system does not work as expected, this
might mean that there is an anomaly in the system and this can potentially have disastrous consequences.
We deployed a Kalman filter to estimate the states of the incubator, which are the air temperature inside
the insulated container and the heatbed temperature. A Kalman filter takes the model output and the mea-
surement data from the sensors as inputs, and when these two signals align, the system works as expected.
When the lid is opened, the properties of the incubator change which leads to the alternation of parameters
in the model, but the model utilized by the Kalman filter does not know this change, it still uses old parame-
ters. This results in a mismatch of temperature behavior between the model outputs and the measurement as
shown in fig. 5, enabling the Kalman filter to detect such an anomaly. Further details can be found in Feng
et al. (2021).

Incubator Temperature
Model

Sensor Kalman filter Heatbed control signal

Temperatures(°C)
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Figure 5: Results of the Kalman filter for anomaly detection (Feng et al. 2021).

Analyze When an anomaly is detected, the analyzing stage should be invoked to analyze the properties
of the anomaly and come to a conclusion. In our case, the assumption we made is that opening the lid is the
only anomaly happening in the system. Therefore, our analyzer only needs to determine whether the model
needs recalibration and the controller needs re-optimization. To simplify the process, another assumption
has been made that the model and the controller need to be calibrated and optimized when an anomaly is
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detected as the model and the controller are designed for operation with a closed lid. At this stage, the loop
also waits to collect more data before re-calibrating.

Plan According to the conclusion made by the analyzing stage, the planning stage determines the details
of how to achieve the goal. After opening the lid, the model and the controller are no longer applicable to
the incubator. To calibrate the model, historical data after the anomaly appears are needed. The more data,
the better the calibration will be. Our model calibration leverages historical data stored in the database to
calibrate the parameters of the model, with a non-linear optimization method. Then the model parameters
in the DT will be stored in the InfluxDB database and accessed by relevant services. After updating the
parameters of the model, a service called the physical twin simulator will run simulations with the updated
model and estimated controller parameters, then optimize the controller parameters and store them in the
database.

Execute This is the last stage of the MAPE-K loop. It executes what has been planned in the planning
stage. In our system, the execution stage is to access the corresponding parameters from the InfluxDB
database and then deliver and configure them to the model in the DT and controller both in the DT and PT.
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Figure 6: SelfAdaptationManager states. This diagram shows the main states the SelfAdaptationManager
goes through in the self adaptation process. €r denotes the difference between the output of the Kalman
filter and the sensor measurement.

This involves the services of the self-adaptation manager, a Kalman filter, and a data recorder. The states of
the self-adaptation manager can be seen in fig. 6 and the interaction between the main entities participating
in the self-adaptation loop are shown in fig. 7.

3.3 Experimental Results

In order to verify the performance of the self-adaptation loop, we conducted two types of experiments. As
the incubator DT is a digital representation of our physical incubator and it can mimic the behavior of the PT,
we first conducted simulation experiments in the DT framework. Conducting such a simulation experiment
within the DT gives us more insights into the system. As the Kalman filter needs the measurement inputs
from the temperature sensors, we replace those signals with the simulation outputs of our model, which
means model A with parameters P, is used for generating measurement signals and model B with parameters
P, for the Kalman filter. Notice that model A and model B have the same form described in eq. (1), but with
different parameters. To emulate the operation of opening the lid, we change the parameters P, of model
A while the parameter P, of model B remains the same. The experiment results, in which the desired
temperature was set to 41°C, are shown in fig. 8a. From the behavior of the air temperature inside the
box (air temperature for short), we can see that the self-adaptation loop works well because the estimated
temperature aligns with the sensory temperature both after opening the lid and closing the lid. The controller
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Figure 7: Self-adaptation sequence. This diagram shows the main interactions between the main entities that
participate in the self-adaptation process. It is assumed that an anomaly has occurred due to the lid being
open.

parameters are optimized, which can be seen from the frequency of the control signal (fig. 8a) both after
opening and closing the lid.

We discovered two critical issues from the experiments. First, the optimization process of the controller
parameters may fail as the control policy was to turn off the heatbed (set the heating period parameter to be
0) after the lid was closed, and therefore, the air temperature could not reach the desired temperature. There
was not enough data gathered for the calibration process, and therefore, the newly found parameters were
incorrect. Consequently, the controller optimization process was unsuccessful and the controller did not
maintain the correct control policy. To fix this issue, we increased the time of collecting data for calibration
to obtain a better model with which to optimize the control policy. Then we ran again the experiment, the
result is in fig. 8a.

Secondly, as shown in fig. 8a, the highest air temperature after closing the lid was around 68°C, well ex-
ceeding the target temperature of the incubator. This was caused by the optimized controller policy. When
the lid was open, the optimized control policy was to turn on the heatbed at its full power, which meant
the heating period equals the total experiment period. In this period, the heatbed temperature increased as
shown in the heatbed temperature signal in fig. 8a, and after the lid was closed, the energy was transferred
to the air inside the box, causing this overshoot.

To overcome this issue, we capped the maximum amount of energy (during one cycle) released into the
system by restricting the maximum heating period parameter as the energy can be approximatly calculated
by V xIx . The experimental results in fig. 8b demonstrate that the issue is indeed solved as the heatbed
control signal was not always turned on during the period of lid opening. We then conducted another
experiment with the physical incubator and the incubator DT. In this experiment, we first let the incubator
run to the steady state, then we opened the lid. Finally we closed the lid again after around 15 minutes. The
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Figure 8: Simulation results. The first sub-plots are the air temperature behaviors. The second sub-plots are
the control signals of the heatbed. The third sub-plots are the heatbed temperature behaviors.

result can be seen in fig. 9 and showing that our self-adaptation loop works as intended. Both the calibration
process and the optimization process worked after opening and closing the lid and the heatbed was not
always turned on when the lid was opened.
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Figure 9: Experimental result of self-adaptation.

4 CONCLUSION

In this work, we demonstrated how the MAPE-K loop can be implemented within a DT framework in order
to achieve self-adaptivity. We applied the MAPE-K loop to an incubator DT case study, making it one
of the services of the DT. The case study uses an open-loop controller to showcase the benefit (in terms
of performance) of using the MAPE-K loop. Note however that, from the point of view of safety, using
a closed-loop controller would yield the same unsafe situation as the one reported in fig. 8a. One of the
limitations of this paper is that we did not attempt to generalize this approach to other systems. Future work
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will attempt to implement a similar self-adaptation loop in a robotic manipulator system, and an agricultural
robot.

Our experimental results indicate that the self-adaptation loop works as we expected and it indeed automat-
ically adapts to abnormal situations or changed working conditions. In addition, we investigated other DT
frameworks and by studying the self-adaptation loop in our DT, we believe that our self-adaptation loop can
be transferred to other DT frameworks if the framework has the service to acquire data and store, access,
and retrieve data from a database.

Our experiments revealed two critical issues (described in section 3.3) in applying the MAPE-K loop to a
CPS, which highlight the following research challenges.

Detecting Not-Enough-Data Failures  An important part of the MAPE-K loop of the incubator DT is the
analyzing phase, where data is gathered in order to correctly re-calibrate the models and adjust them to the
new situation. At this stage, it is crucial that checks are executed in order to ensure that the newly found
model parameters make physical sense, before progressing to the next stage. The research question is: for
a given model, how much data is enough to successfully recalibrate the model. This question also occurs in
machine learning and non-linear system identification, so techniques from those fields can be applied. In our
case study, we determined this value from simulations, and did not have to resort to physical experiments. In
a more general implementation, there should be some communication between the Analyze and Plan phases
of the MAPE-K loop (recall fig. 3), where if the Plan phase did not succeed, then maybe the cause is that
there’s not enough data, and therefore the system should go back to the analyze phase.

Safety during the MAPE-K Loop The incubator case study highlights an interesting issue: when the
lid is closed, there is too much latent energy in the system, caused by the previous self-adaptation loop. As
the lid is closed, there is no way to dissipate that heat in a safe manner, leading to overheating. This shows
that checks are needed before carrying out a self-adaptation, in order to ensure that the resulting system
configuration is kept safe not just in the immediate future, but also in the face of future anomalies. This is
a difficult challenge as it involves predicting the future. In our case, we circumvented this by degrading the
system performance, trading it for safety.

Safety tradeoffs When safety is a concern, there is a tradeoff between gathering more data in the analysis
phase (when the system is in a potentially unsafe state), and responding quickly to ensure that the system
is reconfigured to the new situation. This means that ideally, for any possible anomaly, the MAPE-K loop
should gather just enough data to successfully compute a new system configuration. A similar tradeoff
happens in the time spent ensuring that a system configuration is safe.

Tuning MAPE-K Loops Even though the MAPE-K loop makes the system more robust to environmental
changes, it still requires careful tuning of various parameters. In the DT case study, we had to fine-tune the
following parameters: standard deviation, and initial co-variance matrix (for Kalman filter); threshold for
anomaly detection; timer for ensuring that an anomaly is a real anomaly; timer to gather data; timer to
wait before starting to monitor for anomalies; convergence tolerance and maximum iterations (for the two
optimization loops in the system). To fine-tune these, being able to deploy the DT services in a co-simulation
where the PT is also a simulation unit, was crucial in saving time.
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